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l. Introduction:

With the rapid advancement of technology, the world is turning to credit cards rather
than cash in their daily lives, which opens the door to numerous new possibilities for
dishonest people to use these cards in an unethical manner. Global card losses are likely to hit
$35 billion by 2020, according to Nilson research. To safeguard the protection of these credit
card customers, the credit card issuer should provide a service that protects consumers from

any danger they may encounter (Dal Pozzolo et al., 2017).

The dataset for this study was gathered through research cooperation
between Worldline and the Université Libre de Bruxelles's Machine Learning Group
on the issue of big data mining and fraud detection. It is made up of numerous
transactions made by European cardholders in September of 2013. After PCA
transformation, the information is presented as numerical variables to ensure user
confidentiality and identification. It is made up of the time between transactions and

the quantities of money involved in the transactions (Anis, M., & Ali, M., 2017).

The credit card dataset is substantially unbalanced since it contains more legal
transactions than fraudulent ones. That is, without identifying a fraudulent transaction, the
prediction will have a very high accuracy score. Class distribution, i.e., sampling minority
classes, is a preferable technigue to deal with this type of situation. In minority sampling,
class training examples can be increased in proportion to the majority class to boost the

algorithm's chances of the right prediction (Brownlee, J., 2020).

Several studies are being conducted to identify fraudulent transactions using deep
neural networks. These models, on the other hand, are computationally costly and perform
better on bigger datasets. This strategy may provide excellent results, as seen by certain
studies, but we can obtain the same, or even better, results with fewer resources. So, our major
objective is to demonstrate that with proper preprocessing, several machine learning

algorithms may provide satisfactory results(Kazemi, Z., & Zarrabi, H.,2017).

As a result, the (Ada Boost) algorithm, according to our findings, brings the highest
results, i.e., better determines whether transactions are fraudulent or not. This was assessed
using a variety of criteria, including recall, accuracy, and precision. For this type of
circumstance, having a high recall value is crucial. The significance of feature selection and

dataset balance in producing significant results has been proven.
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I1. Related Work:

The purpose of data analytics is to uncover hidden patterns and utilize them to make
better judgments in a variety of situations. With the growth of updated technology, credit card
fraud has increased substantially, making it an easy target for fraudsters. The publicly
accessible datasets on credit card fraud are heavily skewed. In the last section, we discussed
strategies for identifying credit card fraud. It also goes into its introduction and operation.

Maniraj et al. (2019) focused on data set analysis and preprocessing, as well as the
application of multiple anomaly detection techniques to PCA-transformed credit card
transaction data, such as the Local Outlier Factor and Isolation Forest Algorithm.

A Bhanusri. et al. (2020) had used Support Vector Machine (SVM), Artificial Neural
Networks (ANN), Bayesian Network, K-Nearest Neighbor (KNN), Hidden Markov Model,
Fuzzy Logic Based System, and Decision Trees are some of the approaches available for a
fraud detection system. A detailed evaluation of current and proposed models for credit card
fraud detection has been conducted, as well as a comparison study of different strategies using
quantitative metrics such as accuracy, detection rate, and false alarm rate.

Siddhant Bagga et al. (2019) examined the performance of logistic regression, K-
nearest neighbors, random forest, naive Bayes, multilayer perceptron, ada boost, quadrant
discriminative analysis, pipelining, and ensemble learning.

Vaishnavi Nath Dornadula et al. (2019) created and designed an unique fraud
detection approach for Streaming Transaction Data, with the goal of analyzing customers'
prior transaction information and extracting behavioral patterns. Then, using a sliding window
method, aggregate the transactions done by cards from different groups in order to derive the
behavioral patterns of the groupings. Following that, distinct classifiers are trained on each
group independently. The classifier with the highest rating score can then be selected as one
of the best approaches for predicting fraud.

Abdulsattar et al. (2020) examined the binary classification problem in situations
where the transaction might be either fraudulent or genuine. The objective is to categorize
transactions using five different machine learning algorithms: SGD, DT, RF, and J48.
Following the application of classifiers, the results are compared to determine which methods
perform the best.

J. O. Awoyemi et al. (2017) had used highly skewed credit card fraud data, analyses

the performance of naive Bayes, k-nearest neighbor, and logistic regression. The credit card

(2022) 4audl (2) 5520 (1) 3321, ALY p glall gy Alna



-500 - Gl oo calitl) - laiiy) A8y & JLiaY) oo @il gk

transaction dataset is obtained from European cardholders and contains 284,807 transactions.
On the skewed data, a hybrid strategy of under- and over-sampling is used.

R. Sailusha et al. (2020) aimed to concentrate mostly on machine learning methods
the random forest algorithm and the Ada boost method were utilized. The results are
evaluated using the accuracy; precision, recall, and F1 score of the two approaches. The
confusion matrix is used to plot the ROC curve. The Random Forest and Ada boost methods
are compared, and the approach with the highest accuracy, precision, recall, and F1-score is
regarded the best one for detecting fraud.

Selvani Deepthi Kavila et al. (2018) evaluated and compared machine learning
techniques used to identify fraud in credit card systems such as logistic regression, decision
trees, and random forests. The suggested system's performance is evaluated using sensitivity,
specificity, accuracy, and error rate. The logistic regression, decision tree, and random forest

classifiers have accuracy values of 90.0, 94.3, and 95.5 respectively.

I11. Materials and Techniques:
A. Dataset:

In this research we used Credit Card Fraud Detection dataset. These datasets contain
purchases performed by European cardholders in two days in September 2013. There are 31
numerical features in the dataset. Because some of the input variables contained financial
information, the PCA transformation of these input variables was conducted to ensure that the
data remained anonymous (vl...v28). Three of the specified characteristics were not
converted. The "Time" feature displays the time between the first transaction and each
successive transaction in the dataset. The "Amount" feature displays the total amount of credit
card transactions. The label is represented by the feature "Class" which has only two values: 1
in the case of a fraudulent transaction and 0 otherwise. The experiment system environment is
(Windows 10) operating system and the software operating environment is Google Collab, a
scientific python development environment, which is part of the Anaconda platform. Used

libraries include NumPy, pandas, matplotlib, sklearn and imblearn, Tensorflow.

B. Our work and results
The proposed technique (Ada Boost Data Mining technique) presented in this thesis
could give a good insight into the detection of credit card fraud. We can conclude the

following advantages of the proposed technique (Ada Boost Classifier):
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1)

2)

3)

4)

5)

6)

7)

It is difficult to learn from an unbalanced dataset and the sampling procedure used to
balance it. We used 70% of the data is used for training and 30% used for the
testing set.
There were a few Nan values where the classifier couldn't detect even a single true
positive or true negative value. Contributions to future development should be
made. Studying resampling approaches that will assist us in minimizing the datasets
imbalance ratio and, moreover, using Nan values, remove and improve classifier
skewers. Using skewed datasets for improved classification results
Anomaly Detection is to eliminate "extreme outliers” from features having a high
correlation with our classes (v5, v6, v7).
An under-sampling approach was used to balance the data. To compare the models,
we employed Accuracy, F1-Score, Recall, Precision, FPR, TRP, and Specificity.
The supervised method assists in identifying the label on past transactions; however, it
does not detect prior fraud patterns, whereas the unsupervised method aids in detecting
the kind of transaction.
We will utilize the ANOVA test to select features from a given dataset. The ANOVA
test, also known as the Analysis of Variance test, is a statistical tool for comparing the
means of two groups of data sets and determining how much they differ. The "Linear
Model" is the underlying concept behind the Analysis of Variance, as seen in the
following figure(1) proving that ANOVA selected the best 20 datasets.
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Figure 1 . ANOVA Test

Ensemble learning (also known as meta-classifier) improves the predicted outcomes

by merging numerous machine learning classifiers. To assess the performance of

classification models, we look at various metrics such as F1-Score, Precision, TPR,
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8)

9)

FPR, Recall, and Specificity. All these assessment metrics properly reflect the study's
validity.

Ada Boost (Adaptive Boosting) classifier combines weak classifiers to create a strong
classifier. If a poor classifier has high accuracy, it is given greater weight. It is a way
of ensemble learning. To enhance accuracy, random forests and XG Boost estimators
can be utilized. To reduce the training error, the weak classifier is given a coefficient.
This type of boosting is used in conjunction with other algorithms to increase their
performance. It uses the three Matthews Correlation Coefficients (MCC) to assess the
problem's quality. A score of +1 indicates that the prediction is exact, whereas a score
of 1 indicates absolute disagreement.

Overall, the stacking classifier, which uses Ada Boost as a meta classifier, appears to
be the most promising for identifying fraud transactions in the dataset, followed by
XGB, and LR classifiers.

Evaluation metric for final ML Model /n

+
Metrics Results 2/+

0 Accuracy 0.968365
Precision 0.045664
Recall 0.948529
F1_score 0.087133

AUC 0.958463

Table 1. Performance evaluation of Ada Boost Model

Further Suggestions:

This study may be expanded in several ways to include future research points. The

following suggestions are examples of future research:

(1) To get better outcomes, future research should concentrate on other machine learning

techniques, such as genetic algorithms and different types of stacked classifiers, as well

as broad feature selection.

(2) The vote classifier will be used in future studies, and its performance will be compared

against other ML learning approaches, the combined size of the training and testing

datasets.
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(3) We may work on the top 10 characteristics to determine the accuracy, recall, precision,
and confusion matrix and compare it to our previous results.
(4) Based on existing data mining and machine learning approaches, we will create efficient

CC fraud detection solutions.
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